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Image reconstruction in optical tomography
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SUMMARY

Optical tomography is a new medical imaging modality that is at the threshold of realization. A large
amount of clinical work has shown the very real benefits that such a method could provide. At the same
time a considerable effort has been put into theoretical studies of its probable success. At present there
exist gaps between these two realms. In this paper we review some general approaches to inverse problems
to set the context for optical tomography, defining both the terms forWard problem and in�erse problem. An
essential requirement is to treat the problem in a nonlinear fashion, by using an iterative method. This
in turn requires a convenient method of evaluating the forward problem, and its derivatives and variance.
Photon transport models are described and methods for obtaining analytical and numerical solutions for
the most commonly used ones are reviewed. The inverse problem is approached by classical gradient-
based solution methods. In order to develop practical implementations of these methods, we discuss the
important topic of photon measurement densit� functions, which represent the derivative of the forward
problem. We show some results that represent the most complex and realistic simulations of optical
tomography yet developed. We suggest, in particular, that both time-resolved, and intensity-modulated
systems can reconstruct variations in both optical absorption and scattering, but that unmodulated, non-
time-resolved systems are prone to severe artefact. We believe that optical tomography reconstruction
methods can now be reliably applied to a wide variety of real clinical data. The expected resolution of
the method is poor, meaning that it is unlikely that the type of high-resolution images seen in computed
tomography or medical resonance imaging can ever be obtained. Nevertheless we strongly expect the
functional nature of these images to have a high degree of clinical significance.

1. INTRODUCTION

Optical tomography is a new medical imaging mo-
dality that is at the threshold of realization. A large
amount of clinical work has shown the very real
benefits that such a method could provide (see related
papers in these proceedings), and stems from the fact
that the relative attenuation of light in tissue at
different wavelengths is related to the global concentra-
tions of certain metabolites in their oxygenated and
deoxygenated states (Jo$ bsis 1977; Cope & Delpy
1988). Currently, there exist commercial instruments
for measuring a single detector change in trans-
illuminated radiation and relating this to global,
spectroscopic change in these states. However, the
development of an optical tomographic imaging system
would provide a functional image of local oxygenation.
This quest for a tomographic modality follows the
course of similar developments that saw the progression
of X-ray radiography to X-ray computed tomography
(CT), nuclear magnetic resonance spectroscopy
(NMRS) to magnetic resonance imaging (MRI), and
gamma cameras to single photon emission computed
tomography (SPECT) and positron emission tom-
ography (PET). More realistically, optical tomogra-
phy follows the progression from the impedance camera
(Henderson & Webster 1978) to electrical impedance
tomography (EIT).

Due to the very time-consuming nature of data
acquisition, considerable effort has been put into
theoretical studies of the potential of optical tom-
ography, going so far as to produce simulated images
prior to the development of practical data acquisition
systems, an order of development possibly unique in
the development of medical imaging. However, this
has led, unfortunately, to over-extrapolation of the
probable realizable potential of the method. In this
paper we put forward the approach that we have been
developing over several years, based on what we
believe to be the most rigorous and accurate analysis of
the problem. We suggest that with correct attention to
the data acquisition stage, and sufficiently general
numerical methods, it is possible to image both
absorption and scattering coefficients in objects up to
several centimetres in thickness.

This paper is of the nature of a review, but since we
have recently published quite detailed reviews of both
measurement techniques (Hebden & Arridge 1997),
and modelling and reconstruction (Arridge & Hebden
1997) some of the more detailed comparison is
truncated, with the reader referred to these articles for
more details. Instead we summarize our own contribu-
tions in this area. In §2 we review some general
approaches to inverse problems to set the context for
optical tomography, defining both the terms forWard

problem and in�erse problem, and we review approaches to
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these in §3 and §4, respectively. In §5 we discuss the
important topic of photon measurement densit� functions,
which represent the deri�ati�e of the forward problem,
thus admitting gradient-based solution methods to the
inverse problem. In §6 we show some results that
represent the most complex and realistic simulations of
optical tomography yet developed. In §7 we give some
final conclusions.

2. PRINCIPLES OF IMAGE

RECONSTRUCTION

The formation of an image representing one or more
internal optical characteristics from a series of bound-
ary measurements is an example of a so-called inverse
problem. Specifically, it involves the recovery of the
parameters of an appropriate model, such as described
in §3. The forward problem can be stated as follows:

Gi�en a distribution of light sources q on the boundar� ¥Ω
of an object Ω, and a distribution of tissue parameters p
Within Ω, find the resulting measurement set y on ¥Ω.

Solution to the forward problem can be expressed in
the form of a general nonlinear forward operator :

y¯F[p(r)], (1)

where F[p] :X
p
UY

M
is a nonlinear mapping from a

space X
p

of parameters into a space Y
M

of measure-
ments. A single element y `Y

M
represents the ob-

servable M for all given source-pair geometries.
Similarly, the inverse problem may be stated as follows:

Gi�en a distribution of light sources q and a distribution of

measurements y on ¥Ω deri�e the tissue parameter distri-
bution p Within Ω.

represented by

p¯F−"[y], (2)

where F−" :Y
M
UX

p
is a nonlinear mapping from a

space Y
M

of measurements into a space X
p

of
parameters. Ideally, we would derive some analytical,
or easily computable form for F−", so that an image p
could be directly computed from the data given, yd,
but unfortunately no such solution is currently known.
Instead, standard nonlinear solution methods may be
applied to equation (1).

Such methods are all predicated, either explicitly or
implicitly, on minimizing an appropriate error-norm,
which we represent as

φ¯ r ryd®F[p] r r. (3)

The general solution to such problems is the maximum

likelihood one, where we seek the solution p that gives
rise to a probability distribution function (PDF) P[y]
whose maximum is at y¯yd. Alternatively we may say
that we seek to maximize the conditional probability
Pr[yd rp], where

Pr[yd rp]α exp (®"

#
φ). (4)

In the absence of prior knowledge of the nature of P(y),
we seek the maximum a posteriori probability (MAP)
estimate. If we assume that there are D measurements,
and that each data point �

i
is corrupted by an error

that is independently random with a Gaussian normal
distribution with standard deviation σ

i
, then the a

posteriori probability of the data set yd having been
obtained is

Pr[yd rp]¯ 0
D

i="

( 1

o2πσ
i

exp 9®(�
i
®F[p]

i
)#

2σ#
i

:*, (5)

which is maximized by the minimization of the error-
norm:

φ¯ 3
D

i="

9 (�i
®F[p]

i
)#

2σ#
i

:, (6)

whence the problem reduces to a least-squares (LS)
minimization procedure. It is important to note that
the correct formulation of the error term needs to take
into account not just the data but the standard errors
σ

i
. In an experimental arrangement we expect to know

these errors by appropriate acquisition procedures, but
in the development and testing of reconstruction
methods we require a method of predicting such errors.

An effective reconstruction procedure thus requires
three components : (i) a fast, accurate and flexible
forward model ; (ii) an estimate of the standard error
σ ; and (iii) an efficient minimization scheme.

The forward model that we use is a finite element
method (FEM) solution to the diffusion equation for
light transport. Its derivation and validation have been
presented in several prior publications (Arridge et al.
1992b, 1993a, b, 1995b ; Schweiger et al. 1993a, b).
Furthermore it can reliably predict the requisite
standard error σ for typical measurement types
(Arridge et al. 1995). Finally it can be used in a
gradient-based minimization technique due to a highly
efficient method for computing the derivative of the
forward model (Arridge & Schweiger 1995 c). Although
alternative approaches have been put forward, we
consider the FEM-based method the only generally
applicable solution scheme.

3. THE FORWARD PROBLEM

(a) Photon transport

Many medical imaging modalities are governed by
the same physical process, represented by the radiative
transfer equation (RTE) of atmospheric physics
(Chandrasekhar 1950), or the linear transport equation
of neutron transport theory (Case & Zweifel 1967). We
write this as :

( sW [~µ
a
(r)µ

s
(r)

¥
c¥t * I(r,sW ,t)¯

q(sW ,rW ,t)µ
s
(r)&( f(sW «,sW ,r)I(rW ,sW «,t))d#sW «, (7)

which describes the change of the radiance I(r,sW ,t) at
time t at position r into direction sW within a domain
Ω, bounded by a surface ¥Ω. q(r,sW ,t) is the source
term, µ

a
and µ

s
are the absorption and scattering

coefficients respectively (dimensions of inverse length),
c is the speed of light, and f (sW «,sW ,r) is the scattering
phase function characterizing the intensity of a wave
incident in direction sW « scattered into direction sW .
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For example, if µ
s
and q are zero, and the system is

assumed to be steady-state, then equation (7) in the
steady-state becomes the differential form of the Radon
transform for X-ray CT:

² sW [~µ
a
(r)´I(r,sW )¯ 03 I(b,sW )¯

I(a,sW )exp®&"

!

µ
a
(aλ(b®a))dλ. (8)

Similarly if µ
a

and µ
s
are zero and q is non-zero and

isotropic, we obtain the Radon transform for SPECT:

sW [~I(r,sW )¯ q(r)3 I(b,sW )¯&"

!

q(aλ(b®a))dλ. (9)

If both µ
a

and q are non-zero, then the problem
becomes the attenuated Radon transform, with the
exponential Radon transform representing the case
where µ

a
is non-zero and constant.

In optical tomography, scattering is by far the
dominant process and Radon transform formulations
of the forward problem are not appropriate, except for
the tiny fraction of photons that are theoretically
available, having undergone no scattering in transit.
The discussion of this so-called ‘early light ’ is returned
to in §4(a). Instead, for practical clinical applications,
approximations to the RTE are solved, by considering
the expansion of the density I, source q, and phase
function f in spherical harmonics and retaining only a
limited number of terms (Lewis 1950; Bremmer 1964).
One of the best recent summaries on this topic has been
provided by Kaltenbach & Kaschke (1993) who derive
a hierarchy of equations, of which the simplest is the
time-dependent diffusion equation:

1

c

¥Φ(r,t)

¥t
®~[Φ(r)~κ(r,t)µ

a
(r)Φ(r,t)¯ q

!
(r,t),

Γ(r,t)¯®κ(r)~Φ(r,t), (10)

where Φ is the photon density

Φ(r,t)¯&
%
π

I(r,t,sW )d#sW , (11)

and Γ is the photon current

Γ(r,t)¯&
%
π

sW I(r,t,sW )d#sW . (12)

Frequency-domain partial differential equations
(PDEs) are easily obtained by Fourier-transforming
the time-domain equations. Alternatively they can be
derived from first principles by considering the solution
to the RTE with an intensity-modulated source. The
frequency-domain analogy to equation (10) is given by

®~κ(r)~Φ# (r,ω)0µa
(r)

iω

c 1Φ# (r,ω)¯Qq
!
(r,ω),

(13)

where it is to be noted that the frequency is
incorporated as a complex attenuation coefficient.

For a more complete treatment of theories and
models for light transport, including stochastic methods
such as Monte-Carlo and random walk, refer to the
review papers by Patterson et al. (1992) and Arridge &
Hebden (1997).

(b) Solution methods for photon transport models

One of the discussion topics in optical tomography is
between the use of exact (analytic) models or those
developed computationally. At first sight, analytical
expressions would seem preferable, but in practice
their range of applicability is very limited, and
although bench-top experiments for simple cases bear
out their validity, they fail quite badly in complex
conditions such as trans-illumination of the neonatal
head. However, the conceptual framework of the
analytical approach is a useful one in which to set the
context of numerical methods.

Analytical solutions for the RTE are scarce and have
been obtained for only very simple cases such as one-
dimensional geometries, e.g. planetary atmospheres.
However, for the diffusion approximation, a general
methodology that can be adopted is the use of Green’s
functions—the photon distribution arising when the
source is a δ-function. This is of particular interest since
the pulsed sources used in optical imaging are often
sufficiently close approximations to δ-functions that the
Green’s function solution gives an accurate model of
the time-varying measured intensity.

Green’s functions for various homogeneous geo-
metries (slabs, cylinders, spheres) have been published,
for both the time- and frequency- domains (Patterson
et al. 1989; Arridge et al. 1992a). Eason et al. (1978)
provide analytic forms with more complex source
conditions including collimated and distributed
sources. Recently the analytic form for the Green’s
function of a sphere embedded in an infinite scattering
domain was derived by drawing an electrostatics
analogy and matching the gradient of Φ across the
boundary between surfaces (den Outer et al. 1993;
Boas et al. 1994; Feng et al. 1995).

For more general geometries, or more complexly
inhomogeneous cases, analytic solutions are not avail-
able and numerical solutions are the only viable
approach. However the concept of a Green’s function
is still a useful one because it can be derived as the
numerical solution resulting from a discrete unit source
function. Thence, the mechanism for describing propa-
gators and measurement density functions as described
in §5 can still be applied.

Both the finite difference method (FDM) and the
finite element method (FEM) can be used to solve
equations such as the RTE and its diffusion approxima-
tions. When using FDM for elliptic equations
(frequency-domain DE) the multigrid scheme is op-
timal (Hackbush 1980) and has recently been applied
in optical tomography (Pogue et al. 1995). For
parabolic equations (time- domain DE) the alternating
direction implicit (ADI) scheme is optimal (Ames
1977), provided that the grid is regularly spaced in
each of the component x, �, � directions. FDM can also
solve the transport equation, provided that the angular
integral over scattering directions is discretized (F.
Natterer, personal communication).

The finite element method (FEM) is somewhat more
versatile than FDM, especially in regard to complex
geometries and for modelling boundary effects,
although it suffers from greater computational over-
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Table 1. Absorption and scattering coefficients used in the

meshes for figures 2–5

tissue type µ
a
mm−" µ!

s
mm−"

white matter 0.01 1.0

grey matter 0.04 1.55

bone 0.025 2.0

skin 0.022 1.0

head, and cannot be split in the manner of the ADI
scheme for finite differencing. An FEM for the
transport equation is described by de Oliveira (1986),
and the basic application of FEM to solving the
diffusion equation has been described by Arridge et al.
(1993a). Its application to the inverse problem was
first introduced by Schweiger et al. (1992). Fast
methods for deriving measurement operators are
described by Arridge & Schweiger (1995a), and
boundary conditions for a diffuse source are discussed
by Schweiger et al. (1995). Furthermore, Arridge et al.
(1995) provided an analysis wherein the noise pro-
perties of a Monte-Carlo model were accurately
predicted by a deterministic diffusion approximation.

(c) Applicability of the diffusion approximation

The diffusion equation is thought to be applicable if
the following criteria are considered: (i) the measure-
ments positions are not very close to the source, (ii)
the measurement times are not very soon with respect
to the input times, and (iii) the absorption coefficient is
much less than the scattering coefficient.

The first criterion is easily accounted for by selection
of the measurement procedure. The second criterion
is often debated—for example, for ‘early light ’
approaches, this assumption is necessarily invalid.
Instead the assumption then is that the multiply
scattered photons are not involved, and the problem is
of Radon type, as discussed in the next section. The
third criterion is one which requires further attention.
Although it is accepted that media such as skin, bone,
brain matter and breast tissue do satisfy this condition
(see for example the values in table 1), there also exist
non-scattering ‘clear layers ’ in the body, notably
cerebral spinal fluid (CSF) in the head. An exam-
ination of this effect was carried out by Firbank et al.
(1996). A method of compensating for the problem
within the context of the diffusion approximation was
also presented for a simple slab geometry. In general
clinical applications, the effect of clear layers will need
to be considered more carefully.

4. INVERSE SOLUTION METHODS

(a) Back-projection methods

The Radon transform is invertible in closed form by
a variety of methods, such as resampling in the Fourier
domain, filtered back-projection, or back-projection
convolution (Natterer 1986). Thus it is attractive to
consider an equivalent form for optical CT. If an

unscattered component of light could be isolated, a
Radon transform in (µ

a
µ

s
) could be employed.

Back-projection can be represented mathematically by
an operator B :Y

M
UX

p
, but unless we are lucky, this

is not likely to be the same as the required operator
F−". Instead a filtration operator is required, either in
the space Y

M
(filtered back-projection) or in the space

X
p
(back-projection convolution). The solution is then

obtained as

either : pW ¯B[W
Y
[yd]], (14)

or : pW ¯W
X
[B[yd]].

For the Radon transform, forms for WX and WY can be
derived analytically, leading to the great success of X-
ray CT. For diffuse light it is commonly suggested (see
work reported in Chance & Alfano (1993, 1995)) that
the line integrals in equation (8) could be replaced by
integrals over a volume weighted by the photon
measurement density functions (see §5), and that
back-projection using the same weighting functions
replaces the convolution filter WX. Various ad hoc back-
projection methods have also been postulated and
demonstrated (Benaron et al. 1994). However, such
formulations have not been proved to solve the inverse
problem, and the generalization of these methods to
complex-shaped inhomogeneous objects should be
treated with caution. In general the form of B and WX

can be calculated by FEM but are highly problem-
dependent.

(b) Perturbation methods

If we have an estimate pW that is close to the ideal
solution, then its projection yW ¯F[pW ] is close to y.
We can expand equation (1) in a Taylor series :

y¯F[pW ]F«[pW ](p®pW )(p®pW )TF§[pW ](p®pW )…
(15)

where F« and F§ are the first- and second-order Fre! chet
derivatives respectively. In the discrete case, these
derivatives are over a finite number of dimensions and
are represented by matrices F«U J, the Jacobian and
F§U H, the Hessian. Putting ∆y¯ (y®yW ) and ∆p¯
(p®pW ) leads to :

∆y¯ J[pW ]∆p∆pTH[pW ]∆p… (16)

Neglecting terms after the first, linear term constitutes
the perturbation approach and the problem reduces to
inversion of the matrix representation of J at pW . This
is therefore a linear problem which may well be ill-
posed, and is amenable to standard matrix inversion
methods. Its success is largely dependent on how
closely the initial estimate is to the correct solution and
how little effect is played by higher-order terms in
equation (16).

The majority of reported results use this approach.
Without exception they require, either explicitly or
implicitly, a difference experiment that measures ∆y as the
difference between two states. This approach provides
a means of imaging which is sensitive to changes in
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optical properties, which may be particularly useful for
functional imaging of the brain, for example. Graber et

al. (1993) derived J from a Monte-Carlo model and
acquired the difference data explicitly by performing
an experiment with and without embedded absorbers.
Arridge et al. (1991) performed a similar procedure
with an analytical kernel and with experimental data
derived by a differencing experiment. O’Leary et al.
(1995) also used an analytical kernel, but derived the
difference data implicitly by using two sources and
subtracting the measured values. The investigators
made the assumption that the resulting difference is an
approximation to that obtained in an actual difference
experiment, which is reasonable given that the image
was of a localized perturbation and the sources and
detectors were relatively far away.

(c) Nonlinear optimization methods

The nonlinear approach seeks to repeatedly update
an estimate of the solution, until the value of the error-
norm evaluated at each trial solution has reached an
acceptable minimum. It is thus essential to have a fast
forward model. A seminal paper by Singer et al. (1990)
introduced this approach using a Markov random field
model on a discrete lattice to recover absorption and
directional scattering parameters. The approach em-
ployed by Arridge et al. (1992b, 1993b) uses FEM for
the forward model and a Newton–Raphson scheme to
progress towards the minimization of a least-squared
error-norm iteratively. Levenburg–Marquardt con-
ditioning, together with Tikhonov and Phillips–
Twomey regularization were used to control the
stability of the solution. Recently the same method was
applied by Jiang et al. (1995) to frequency-domain
data.

5. DERIVATION OF THE MODEL

DERIVATIVE

Both the perturbation approach and the nonlinear
approach make use of the Fre! chet derivative of F. In
the continuous case this is a mapping F«[p] :X

p
U

(Y
M
¬X

p
), and in the discrete case, the Jacobian

matrix J. To gain a physical insight into the meaning
of the Jacobian, suppose we have an experiment that
measures property M at a set of source-measurement
pairs (ξ

"
, ξ

#
,… , ξ

N
)¬(ζ

"
, ζ

#
,… , ζ

S
) and we divide the

domain Ω into L non-overlapping elemental regions
(τ

"
(r«), τ

#
(r«),… τ

L
(r«)) such that Ω¯e"

i= l
τ
i
(r), then

J can be represented:

A

B

∆�(ξ
i
,ζ

k
)

[
[

∆�(ξ
"
,ζ

#
)

∆�(ξ
"
,ζ

"
)

[
[

∆�(ξ
S
,ζ

N
)

C

D

¯

E

F

J(M)

p
(ξ

k
,ζ

i
;r!

"
)

[
[

J(M)

p
(ξ

#
,ζ

"
;r!

"
)

J(M)

p
(ξ

"
,ζ

"
;r!

"
)

[
[

J(M)

p
(ξ

N
,ζ

S
;r!

"
)

…

…

…

…

…

…

…

…

J(M)

p
(ξ

k
,ζ

i
;r!

j
)

[
[

J(M)

p
(ξ

#
,ζ

"
;r!

j
)

J(M)

p
(ξ

"
,ζ

"
;r!

j
)

[
[

J(M)

p
(ξ

N
,ζ

S
;r!

j
)

…

…

…

…

…

…

…

…

J(M)

p
(ξ

k
,ζ

i
;r!

L
)

[
[

J(M)

p
(ξ

#
,ζ

"
;r!

L
)

J(M)

p
(ξ

"
,ζ

"
;r!

L
)

[
[

J(M)

p
(ξ

N
,ζ

S
;r!

L
)

G

H

A

B

∆p(r!
j
)

[
[

∆p(r!

"
)

[
[

∆p(r!
L
)

C

D

The entries in the Jacobian represent the sensitivity
of a particular measurement at a detector ξ

k
, from a

source ζ
j

to changes in the image parameters p(r
i
).

Considered as matrix columns, they represent the
perturbation in data due to a point inhomogeneity.
Considered as matrix rows, they represent the ‘photon
measurement density functions ’ (PMDFs) as recently
introduced by Arridge (1995) and Arridge &
Schweiger (1995 c).

Various methods exist to derive the basic per-
turbation equations. Arridge et al. (1991) used a linear
perturbation method to derive the change in intensity
in both the Fourier and the temporal domain, for both
absorption and scattering changes. The absorption
term for the temporal case was derived by Schotland et

al. (1993) by taking the first term in the Feynman path
integral expression for the Hamiltonian operator. Feng
et al. (1995) derived the absorption term for the steady-
state case by taking the limiting value of the exact
perturbed intensity of a spherical inhomogeneity as the
radius of the inhomogeneity reduced to zero, and
Sevick et al. (1994) derived the same result using a
Monte-Carlo argument. O’Leary et al. (1995) noted
the similarity of the frequency-domain case to the Born
approximation for a scattered wave.

Alternatively, instead of considering changes in
intensity, changes in some transformation of the
intensity can be used to derive the Jacobian. Arridge et

al. (1992b) compared reconstruction from intensity
and log intensity measurements and found the latter
provided considerable improvement. This was later
confirmed by O’Leary et al. (1995) who pointed out
that the logarithmic intensity is equivalent to the
Rytov approximation whereas absolute intensity is the
Born approximation. More generally we can consider
the logarithmic transformation as one example of a
measurement operator or postprocessing transformation on
the obtained data Γ(t). The general treatment of any
kind of measurement operation is given by Arridge
(1995). In particular we consider normali�ed integral

transforms of the time-varying intensity :

Mellin ©tnª¯
1

E&tnΓ(t)dt,

Laplace ,(s)¯
1

E&e−stΓ(t)dt,

Modulation A(ω)¯
1

E
rΓ= (ω) r,

Phase Ψ(ω)¯Arg[Γ= (ω)],
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Figure 1. The Radon transform for X-ray CT represented as a matrix problem. In this idealized case, only four pixels

and seven measurements are shown, with each measurement being a sum over the equally weighted pixel values

intersected by a ray from source to detector.

where E is the integral of Γ(t). The advantage of these
transforms is that they overcome measurement diffi-
culties in determining absolute intensity across a wide
dynamic range. Furthermore, as shown in §6, exam-
ination of the PMDFs for different measurement types
reveals dramatic differences in the possibilities for
reconstructing parameters far from the source or
detector.

For the Radon transform as given in equation (8)
where M is the logarithm of the relative attenuation,
and p is µ

a
(r), the Fre! chet derivative is a constant. If

p(r) is sampled on a pixel basis then each row of J is
just the set of pixels intersected by the straight line from
source to detector as shown in figure 1. It is important
to note that for a transport model based on equation
(10), p(r) needs to be considered as a vector
(µ

a
(r),κ(r)). We have shown previously that non-time-

resolved methods are unable to distinguish between the
two images simultaneously (Arridge et al. 1993b),
which is a serious shortcoming of some approaches that
only attempt reconstruction of µ

a
(r).

Under the assumption of equation (10), the Fre! chet
derivative for simple geometries is analytically
derivable. For the case where p is absorption coefficient
µ
a
, the time-dependent Fre! chet derivative in an

homogeneous infinite space is

J(Γ )
α,inf

(ξ, ζ, t ; r«)¯
[(sW (ξ) (ξ®r«)]S(Γ) ( r ξ®r« r , r r«®ζ r , t), (19)

where

S(Γ )(x, �, t)¯
1

2(2π)$ 0
1

�$


(x�)#

2κtx�# 1 f(x�, t), (20)

and

f (x, t)¯ (2κt)−$/# exp 0®γt®
x#

4κt 1. (21)

In the frequency domain we require just the Fourier
transform of S(Γ)(x, �, t) given by

Sq (Γ )(x, �,ω)¯
1

4(2π)$κ

1σ�

x�#
exp [®σ(x�)], (22)

with σ¯ ((µ
a
ciω)}κ)"/#. Determination of these

functional forms might suggest their use in a back-
projection operator, but unfortunately the shape of the

functions changes in a very nonlinear manner when
inhomogeneous, or geometrically complex measure-
ment domains are considered. Instead, these generaliza-
tions can be accounted for within the FEM framework
using reciprocity relationships described in Arridge &
Schweiger (1995 c).

6. RESULTS

To examine the potential for optical tomography in
the neonatal brain, we carried out simulations on a
model generated from an MRI head scan. To create a
two-dimensional mesh based on an MRI image of the
head, an automated mesh generation routine was
developed, based on an adaptive mesh generation
method (Peraire et al. 1987), and has been extended to
take into account the internal boundaries of tissue
types. First an edge-detection routine was applied to
the image to calculate the outline of the head and all
internal structures of interest as a series of closed
polygons. The generation algorithm then proceeds by
filling each area by triangular elements, starting from
the polygonal boundaries. The absorption and scatter-
ing coefficients of the mesh elements are then set to
the values appropriate for the identified tissue type.
The mesh used here is shown in figure 2. The optical
parameters of each element are indicated as grey-
scales, left µ

a
and right µ!

s
. The mesh consists of 29639

elements and 15025 nodes. We distinguish four
different tissue types : skin, bone, grey and white brain
matter, with values given in table 1. The mesh may be
scaled in size for simulation of different clinical
situations. For simulating neonatal heads we use a
sagittal diameter (posterior–anterior distance) of
10 cm.

In figures 3 and 4 we show examples of PMDFs for
absorption perturbations, for integrated intensity
measurements (E) and mean time ©tª respectively.
The grey-scale intensity displayed in the figures
indicates the relative sensitivity of the measurement to
a change in attenuation coefficient. The most striking
feature in each case is their complexity—a simple
Radon transform approximation would yield a straight
line from source to detector. The second most notable
feature is that the integrated intensity measurement is
dependent almost entirely on the features of the image
directly under the source and detector. Almost no
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Figure 2. A finite element mesh derived directly from an MRI scan. The decomposition into four regions was achieved

automatically using a contour tracking algorithm. Each element in the mesh contains a value for absorption

coefficient µ
a
and reduced scattering coefficient µ!

s
taken from published estimates.

Figure 3. The photon measurement density function (PMDF)

corresponding to integrated intensity measurement at a

single source detector pair, and absorption change only.

information is derived from the interior of the brain. In
contrast the mean time measurement penetrates deeply
into the brain and samples more strongly from the
interior.

It is important to note that these simulations still
assume the validity of the diffusion approximation.
The marked difference from the simple forms of
equations (20) and (22) indicate the inadvisability of

Figure 4. The photon measurement density function (PMDF)

corresponding to mean time measurement at the same single

source detector pair as in figure 3, and absorption change

only.

straightforward back-projection reconstruction al-
gorithms, even given this restriction. The behaviour of
the PMDFs will become even more complex in a fully
three-dimensional model and when the effect of the
CSF layer is taken into account. Thus these results are
meant to indicate an incremental step in generality
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Figure 5. Simultaneous reconstruction of absorption (µ
a
, left) and scattering (µ!

s
, right) distributions from a

homogeneous starting condition. The top row shows the target images, obtained by taking the mesh shown in figure

2, with added localized perturbations, and resampling into a pixel basis. The bottom row shows the reconstructed

images, obtained from mean time ©tª and Laplace-transformed data (transform value s¯ 0.001 ps−").

without yet claiming to solve the full clinical problem
of optical imaging in the brain.

We generated data for 32 equally spaced data points
and 32 interleaved measurement sites, giving 1024
measurements per data type. Included in the mesh were
several small groups of elements with a contrast of
between 50% and 200% in µ

a
and µ

s
representing

a highly localized increase in absorption. We used single
samples of both the Mellin and Laplace transforms
as the data types and attempted reconstruction
assuming only a homogeneous distribution of µ

a
(r)¯

0.022 mm−" and a homogeneous distribution of
µ!

s
(r)¯ 1.0 mm−". These values equal the parameters

representing skin in the model, since it is possible that
surface characteristics can be determined by other
means. In figure 5 we show the target (idealized) and
obtained reconstructions of both µ

a
and µ

s
. Despite

considerable artefact, especially in the boundary as is
to be expected, the algorithm has succeeded in
identifying several of the absorbtion anomalies, as well
as disambiguating absorption and scatter to a surp-
risingly high degree. It can be seen that the resolution
of the scatter reconstruction is much less than the

absorption reconstruction. These images represent the
best likely to be obtainable in real clinical conditions.

7. CONCLUSIONS

The optical tomography problem presents some
interesting difficulties for both experimental and
theoretical work. This paper has attempted an overview
of the theoretical problems for image reconstruction.
To do this it is essential to consider the nonlinear
nature of the forward problem. A wide variety of
methods are available both for the forward and inverse
problems. An essential requirement is to treat the
problem in a nonlinear fashion, by using an iterative
method. This in turn requires a convenient method of
evaluating the forward problem, and its derivatives
and variance. All of these requirements are met by the
finite element approach, and we believe that optical
tomography reconstruction methods can now be
reliably applied to a wide variety of real clinical data.

The expected resolution of the method is poor—
resolving up to 5 mm objects to a depth of 3–4 cm, such
resolution decreasing with increasing depth. Incremen-
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tal improvement may come from the use of auxiliary
prior knowledge, but it is unlikely that the type of high-
resolution images seen in CT or MRI can ever be
obtained. Nevertheless we strongly expect the func-
tional nature of these images to have a high degree of
clinical significance.

Support has been generously provided by Action Research,

the Wellcome Trust and Hamamatsu Photonics.
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